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Task 1 - Smell Pittsburgh

Please download and read paper “Yen-Chia Hsu, Jennifer Cross, Paul Dille, Michael Tasota, Beatrice Dias, Randy
Sargent, Ting-Hao (Kenneth) Huang, and lllah Nourbakhsh. 2020. Smell Pittsburgh: Engaging Community Citizen
Science for Air Quality. ACM Transactions on Interactive Intelligent Systems. 10, 4, Article 32”

= https://aml4design.github.io/tutorials/structured-data-module/preparation/#task-1
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Task 2 — Interacting with Data Visualization

= https://smellpgh.org/visualization

Smell Pittshurgh
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https://smellpgh.org/visualization

Task 3 — Interpreting Data

= Data analysis page: https://smellpgh.org/analysis

= Are there any characteristics about the distribution of smell reports over time and geographical regions?
= What are the common descriptions of bad odors that people reported?

= What %I’e the possible predictors (e.g., chemical compounds, weather data) of bad smell in the Pittsburgh
region”

o]
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Preparation — Importing Project to Replit

= Go to Replit: https://replit.com/

=]

@yenchiah ~ a

First, click
T her&to create
@ Home a new project
@ Tempiatos & Multiplayer repls
O My Repls
@ Community BETA
O Learn
~. Teams
P Curriculum

o]
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Create a repl

Template

X

Then, click
here to import
Title

a GitHub

[ Search templates

Q] Name your repl

Favorites

Python
replit

Official Languages ~

Node.js

N
S
‘J/ replit

=
replit

Java

repository

Privacy
Repl is public
@ Anyone can view and fork this repl

£9 Upgrade to make private


https://replit.com/

Preparation — Importing Project to Replit

= Link to the GitHub repository: https://github.com/aml4design/smell-pittsburgh-tutorial

= @ @yenchiah - L
-
+ Create
(home),

&7 Upgrade *
. @y
(m Home .

Im port from GItHUb Create from template

[& Templates o)

7 Paste or select a GitHub repository to import

~'Paste the GitHub | e« |
@ (_‘f%wsitory. URL ¢ yenchiah/smell-pittsburgh-tutorial £ vyenchiah = R

J Learn Connect GitHub ARy
Replis public
2 Teams * Connect GitHub to import your repos
@ Anyone can view and fork this repl
00 Curriculum &7 Upgrade to make private CI ic k to sta rt

repository
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Preparation — Explanation (Data)

= Data (historical)

Files

Q Find afile

[3J .config

5 dataset

B esdr_raw

Feed_23_Flag_Plaza_ACHD.csv

Feed_24_Glassport_High_Street_ACHD.csv
Feed_26_Lawrenceville_ACHD.csv
Feed_27_Lawrenceville_2_ACHD.csv
Feed_28_Liberty_ACHD.csv
Feed_29_Liberty_2_ACHD.csv
Feed_43_and_Feed_11067_Parkway_East_ACHD.csv
Feed_3506_BAPC_301_39TH_STREET_BLDG_AirNow.csv

Feed_3508_South_Allegheny_High_School_AirNow.csv

Feed_5975_Parkway_East_AirMow.csv

o]
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1 Avalon ACHD

Data Filters

[JData in Last 30 Days
[JOn Map

Settings
[JSparklines on Map

1 matches in 56000 feeds (40.9% loaded).

Avalon ACHD (1)

(N 40.499767, E -80.071337)

[ avalon ACHD (1) BP_MM_HG

[0 Avalon AGHD (1).H25_PPM

[ Avalon ACHD (1)INT_T_DEGC

[ Avalon ACHD (1).0UT_T_DEGC

[ Avalon ACHD (1).PAMB_640_KPa

Avalon ACHD (1) PM258_UG_M3

[ Avalon ACHD (1) PM25B_UG_M3_daily_max
[ Avalon AGHD (1).PM25B_UG_M3._daily_mean
[0 avalon AGHD (1) PM25B_UG_M3._daily_median
Avalon ACHD (1) PM25T_UG_M3

[ Avalon ACHD (1).PM25_640_UG_M3

[0 Avalon AGHD (1) SIGTHETA_DEG

[ avalon ACHD (1).502_PPM

[ Avalon ACHD (1).SONICWD_DEG

[0 Avalon AGHD (1) SONICWS_MPH
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Preparation — Explanation (Data)

EH dataset/esdr_raw/Feed 1 Avalon_ACHD PM.csv x <+

EpochTime,3.feed 1.PM25B_UG M3..3.feed 1.PM25T UG_M3
1477891800, 6
1477895400, 4
1477899000, 3
1477902600, 2
1477906200, 3
1477909800, 3
1477913400, 1
1477917000, 3
1477920600, 4
1477924200, 3
1477927800, 1
1477931400, 0
1477935000, 4|
1477938600, 6
1477942200,4
1477945800, 4
1477949400, 2
1477953000, 0
1477956600, -2
1477960200, 6
1477963800, 20
1477967400, 16
1477971000, 8
1477974600, 6

W 0~ O kW e

= PM25 _UG_M3: fine particulate matter (PM2.5) in micrograms per cubic meter
= PM25T_UG_MS3: same as PM25 _UG_M3
= PM25B_UG_M3: same as PM25 _UG_M3

NN NN NN R R S
U E WP WO~ WUn s WwiNEe D
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Preparation — Explanation (Smell Event)

= What is the definition of smell events:

= We define smell events through two parameters: smell_thr and smell_predict_hrs

smell_thr:

Parameter "smell_thr" is the threshold to define a smell event. If the sum of smell ratings is larger than this
threshold, the model will think that there will be a smell event.

Example:

40: this may mean that there are 10 people, and each of them reported smell rating 4.

o]
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Preparation — Explanation (Smell Event)

= What is the definition of smell events:

= We define smell events through two parameters: smell_thr and smell_predict_hrs

smell_predict_hrs:

Parameter "smell_predict_hrs" is the number of future hours to predict smell events.

Example:
8: means to predict the smell event in the future 8 hours.

If it is 12:00 now, the model predicts if smell events will happen between 12:00 and 20:00.

o]
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Preparation — Explanation (Smell Event)

= Let’'s combine both smell_thr and smell_predict_hrs

Example: smell_thr = 40 and smell_predict_hrs =8

We want to know if the sum of the smell ratings will be greater than 40 in the following eight hours or not.

= Keep in mind that the prediction is Boolean (yes or no).

o]
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Preparation — Explanation (Predicted Result)

True positives

= There is a smell event in the real world, and the Achaiciass
model correctly predicts that there is a smell Positive Negative
event.
Precision:
- o »
. £ TP: True Positive FP: False Positive TP
. 9 = e 00
i (TP + FP)
a
5
. E © Negative Predictive Value:
o = :
= FN: False Negative .
m .
i %,, (iype N Ervos) TN: True Negative TN
(TN+FN)
Recall or Sensitivity: Specificity: Accuracy:
. TP TN TP+ TN
(TP + FN) (TN + FP) (TP + TN + FP + FN)

o]
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Preparation — Explanation (Predicted Result)

False positives

= There is no smell event in the real world, but the
model falsely predicts that there is a smell
event.

o]
TU Delft

Actual class
Positive Megative
Precision:
= ”
. £ TP: True Positive FP: False Positive TP
@ = pElEnosleany @0
i (TP + FP)
a
5
egative Predictive Value:
s Negative Predictive Val
o = :
= FN: False Negative .
o .
%,, (iype N Ervos) TN: True Negative TN
(TN+FN)
Recall or Sensitivity: Specificity: Accuracy:
i TN TP+ TN
(TP + FN) (TN + FP) (TP + TN + FP + FN)




Preparation — Explanation (Predicted Result)

True negatives

There is no smell event in the real world, and
the model correctly predicts that there is no
smell event.

o]
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Predicted class

Fositive

Actual class
Positive Megative
Precision:
TP: True Positive FP: False Positive TP
e 00
(TP + FP)

MNegative

FN: False Negative
(Type Il Error)

Negative Predictive Value:

TN: True Negative TN

(TN+FN)
Recall or Sensitivity: Specificity: Accuracy:
TP TN TP + TN

(TP + FN) (TN + FP) (TP + TN + FP + FN)




Preparation — Explanation (Predicted Result)

= False negatives

= There is a smell event in the real world, but the
model falsely predicts that there is no smell
event.

o]
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Actual class

Positive

Megative

Predicted class

Fositive

MNegative

TP: True Positive

FN: False Negative

FP: False Positive
{Type | Error)

Precision:

(TP + FP)

Negative Predictive Value:

(iype N Ervos) TN: True Negative TN
(TN+FN)
Specificity: Accuracy:
TP TN TP + TN
[TP+FN] (TN + FP) (TP + TN + FP + FN)




Preparation — Explanation (Predicted Result)

Actual class
Positive Megative
Precision:
14}
= - "
. E TP: True Positive FF:&I;?STEE::IFTE TP
. . . . . n
Accuracy is the number of correct predictions divided a2 o e
by the total number of data points. 2 ( )
It is a good metric if the data distribution is not skewed E » Negative Predictive Value:
(i.e., the number of data records that have a bad smell = FN: False Negative oz =R
i i (Type Il Error) I ™
and do not have a bad smell is roughly equal). o vp

Recall or Sensitivity: Specificity: Accuracy:

TP TN TP + TN

(TP +FN) (TN + FP) (TP + TN + FP + FN)

o]
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Preparation — Explanation (Predicted Result)

Precision means how precise the prediction is.

High precision means that if the model predicts “yes”

for smell events, it is highly likely that the prediction is
correct. We want high precision because we want the
model to be as precise as possible when it says there
will be smell events.

o]
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Actual class

Positive

Megative

Precision:

L]
E 7 P
” E TP: True Positive FF.T FaISTII;oswwe
a4 o (Type | Error)
i (TP + FP)
a
5
b Negative Predictive Value:
= o«
o = :
= FN: False Negative .
o .
S (iype N Ervos) TN: True Negative TN
P
(TN+FN)
Recall or Sensitivity: Specificity: Accuracy:
i TN TP+ TN
(TP + FN) (TN + FP) (TP + TN + FP + FN)




Preparation — Explanation (Predicted Result)

Recall means the ability of the model to catch events.

High recall means that the model has a low chance to
miss the events that happen in the real world. We
want high recall because we want the model to catch
all smell events without missing them.

o]
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Actual class
Positive Megative
Precision:
= ”
. £ TP: True Positive FP: False Positive TP
a o {Type | Error)
- oo | 2 ] e
i (TP + FP)
a
5
b Negative Predictive Value:
= «
o = :
= FN: False Negative .
o .
S (iype N Ervos) TN: True Negative TN
P
(TN+FN)
Recall or Sensitivity: Specificity: Accuracy:
TN TP+ TN
(TN + FP) (TP + TN + FP + FN)




Preparation — Explanation (Predicted Result)

F1 Score = 2 X recall X precision

recall + precision

F1 Score is the weighted average of Precision and
Recall.

Therefore, this score takes both false positives and
false negatives into account. Intuitively it is not as
easy to understand as accuracy, but F1 is usually
more useful than accuracy, especially if you have an
uneven class distribution.
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Preparation — EXPIGINGLION (K-fold Cross-Validation)

Cross-Validation is a technique used to test a model’s
ability to predict unseen data, data not used to train the
model.

Iteration 1
= K-fold Cross-Validation Iteration 2
Ste pS! Iteration 3
1. Split training data into K equal parts

Iteration 4

2. Fit the model on k-1 parts and calculate test error
using the fitted model on the kth part teration 5

3. Repeat k times, using each data subset as the test set
once. (usually k= 5~20)

o]
TU Delft

Training Sets Test Set
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Error,

Error

Error,
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5
1
L_ Error = EZ Error;
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Preparation — Explanation (Model)

= Let’s try to predict results through a machine learning model based on sensor data.

Example:
model = DummyClassifier(strategy="constant", constant=0)

Where “constant”: always predicts a constant label that is provided by the user. This is useful for metrics that evaluate a
non-majority class.

This shows the result of the model, which is the dummy classifier that always predicts “no” for the smell events.

o]
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Preparation — Interpreting results

Use model DummyClassifier(constant=0, strategy="constant')

Perform cross-validation, please wait...

average f1-score: 0.0
average precision: 0.0
average recall: 0.0

average accuracy: 0.92 What the number tells us?
number of true positives: 0

number of false positives: 0
number of true negatives: 14914

number of false negatives: 1382

o]
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Task 4 — Changing Models

PM, SO,, CO, NO,
NO,, O, H,S, and

? wind information

Tree H,$>07
model = DummyClassifier(strategy="constant", constant=0)
NO>0.1?
Replace the line above with the following code: SO,>0.27
0;>0.1?
from sklearn.tree import DecisionTreeClassifier
model = DecisionTreeClassifier() Y1

Prediction of bad
smell (yes/no)

o]
TU Delft



Task 4 — Changing Models (Result)

Use model DecisionTreeClassifier()

Perform cross-validation, please wait...

average f1-score: 0.13

average precision: 0.19

average recall: 0.16

average accuracy: 0.86

number of true positives: 325
number of false positives: 1295
number of true negatives: 13619

number of false negatives: 1057

o]
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Task 5 — Improving Model

model = DecisionTreeClassifier()
Replace the line above with the following code:

from sklearn.ensemble import RandomForestClassifier

model = RandomForestClassifier()

o]
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Random Forest Classifier

X dataset

N, features N, features N, features N, features
£ b db da 4% 8b 45 @b
TREE #1 TREE #2 TREE #3 TREE #4
| | | !
CLASS C CLASSD CLASS B CLASS C

| | | |
]

| MAJORITY VOTING ‘

|

|  FmnaLclass |




Task 5 — Improving Model (Result)

Use model RandomForestClassifier()

Perform cross-validation, please wait...

average f1-score: 0.11

average precision: 0.19

average recall: 0.1

average accuracy: 0.9

number of true positives: 212
number of false positives: 529
number of true negatives: 14385

number of false negatives: 1170
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Task 5 — Change Parameters

= Firstly, do we really believe that we are using a good set of features? Is it sufficient to only use the H2S (hydrogen
sulfide) variable? Is it sufficient to only include the data from the current time and the previous hour?

= Secondly, the machine learning pipeline uses 14 days of data in the past to predict smell events in the future 7 days.
Do we believe that 14 days are sufficient for training a good model?

o]
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Task 5 — Enrich Features (sensor data)

Use model RandomForestClassifier()

Perform cross-validation, please wait...

Add wanted sensor value to dataframe: average f1-score: 0.13

average precision: 0.22
wanted_cols = ["DateTime",

"3 feed_28.H2S_PPM", "3.feed_28.S02_PPM'] average recall: 0.11

average accuracy: 0.9

number of true positives: 218
number of false positives: 422
number of true negatives: 14492

number of false negatives: 1164
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Task 5 — Enrich Features (historical data)

Use model RandomForestClassifier()

Perform cross-validation, please wait...

Change look back hours: average f1-score: 0.12

average precision: 0.2
look_back_hrs =2 average recall: 0.12
average accuracy: 0.89
number of true positives: 221
number of false positives: 583
number of true negatives: 14332

number of false negatives: 1160

o]
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Task 5 — Other Parameters

There are many other parameters you could play with.

For example,
= The threshold that we used to define a bad smell event is 40, which is the sum of smell ratings that people reported

within the time range that we want to predict (in our case, it is 8 hours). Do we believe that 40 is a good number to
determine the presence of a bad smell?

o]
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Task 5 — Feature Importance

Computer feature importance using RandomForestClassifier(random_state=0)

Display feature importance based on f1-score

This part prints feature importance, which

. . . feature importance feature name
indicates the influence of each feature on the ~mP -
. . 0 0.63188 3.feed _28.H2S PPM
model prediction result.
1 0.59183 HourOfDay
2 0.52891 D
Here we use the Random Forest model. &y
3 0.50336 3.feed_28.H2S PPM_1h
4 0.47280 DayOfWeek

Column names below:

['feature_importance', 'feature_name']
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Thank you!
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